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Abstract – In Part I, we discuss the background to views on brain function and our thesis that it is conducted by π-electrons which perform sensory reception, memory, action, cognition and consciousness. Our thesis is consistent with the classical views of ion movement and synaptic protein strengthening. However, protein based views contain no element of precision for the signal. Precision is essential for true signal transduction of sensory input and the faithful execution of learnt neural pathways. In Part II, we incorporate these principles to discuss the mechanism whereby electron function adds precision of signal energy to the process through the Pauli Exclusion Principle. The Huxley-Hodgkin (HH) account of neural function describes the movement of sodium, potassium and calcium ions to create electrochemical potentials across membranes with well-established mathematical and experimental support. To explain learning, consciousness and perception, others have claimed brain function depends on protein synthesis or RNA coding. Some consider super position and collapse as the computational mechanism. This however is fragile with no mechanism described to protect from natural collapse and decoherence at the temperatures of the brain. A novel approach was adopted by Penrose and Hammeroff who describe consciousness as a function of ‘objective reduction’ (‘OR’) of the quantum state. This orchestrated OR activity (‘Orch-OR’) is taken to result in moments of conscious awareness and/or choice (Hameroff S, Penrose R. 2014 Consciousness in the universe: a review of the ‘Orch OR’ theory. Phys Life Rev 11(1): 39–78. Doi: 10.1016/j.plrev.2013.08.002. Epub 2013 Aug 20). Orch-OR operates in principle in protein tubules of neurons. This concept is non-computational and has received much advocacy with a convincing advocacy and its share of criticism. The advocacy includes the fossil record of organisms that emerged throughout the first Cambrian period with onset roughly 540 million years ago (mya). They had essential degrees of microtubular arrays in skeletal size, complexity and capability for quantum isolation. Attractive as this hypothesis maybe we point out that the brain is predominantly made of lipid not protein. We suggest that both protein and RNA in the brain would more likely been required to serve the extraordinary energy requirements for the brain. Early photosynthetic systems such as the dinoflagellates are rich in docosahexaenoic acid (DHA) including di-DHA phosphoglycerides as also in contemporary mammalian photoreceptors. We wish to discuss in Part II, quantum mechanical properties of the π-electrons of DHA suggestive of a mechanism for the depolarization of the receptor membrane at a precise energy levels as required for vision and neural signalling (Crawford MA, Broadhurst CL, Guest M et al., 2013. A quantum theory for the irreplaceable role of docosahexaenoic acid in neural cell signalling throughout evolution. Prostaglandins Leukot Essent Fatty Acids (PLEFA) 88(1): 5–13. Doi: 10.1016/j.plefa.2012.08.005. PMID: 23206328). We wish to extend this principle to a concept of brain function in learning, recall, perception and cognition.
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Résumé – Une théorie sur le rôle des électrons π de l’acide docosahexaénoïque dans la fonction cérébrale (Partie I). Quelques points de vue sur le fonctionnement du cerveau. Dans la partie I de cet article, nous discuterons des bases du fonctionnement cérébral et de notre thèse selon laquelle il est conduit par des électrons π qui assurent la réception sensorielle, la mémoire, l’activité, la cognition et la conscience. Notre théorie est cohérente avec les théories classiques sur les mouvements ioniques et le renforcement par les protéines synaptiques. Cependant, les théories basées sur les protéines ne contiennent pas d’éléments de précision suffisants pour expliquer le signal. La notion de précision est essentielle pour obtenir un signal correct de transduction à partir de l’induction sensorielle, et une exécution fidèle des voies neuronales apprises. Dans la partie II, nous utiliserons ces principes pour discuter des mécanismes par lesquels le cerveau procède à la précision au signal énergétique du système, par le biais du principe d’exclusion de Pauli. Le modèle de fonctionnement neuronal de Huxley-Hodgkin (HH) décrit les mouvements des ions sodium, potassium et calcium pour créer les potentiels électrochimiques trans-membranaires selon des théories mathématiques et des expérimentations largement confirmées. Pour expliquer l’apprentissage, la conscience et la perception, d’autres ont proposé que la fonction cérébrale dépende de la synthèse protéique et du code de l’ARN. D’autres encore considèrent la superposition et le collapsus comme un mécanisme computationnel, comparable à celui réalisé par un ordinateur. Cependant, cette hypothèse demeure fragile et sans description de mécanismes qui devraient limiter les phénomènes de collapse et de décohérence susceptibles d’être obtenus à la température du cerveau. Une approche originale a été adoptée par Penrose et Hammeroff qui décrivent la conscience comme une fonction de « réduction objective (OR) » de l’état quantique. L’orchestration de cette activité OR (Orch OR) est considérée comme résultant de moments d’attention consciente et/ou de choix. Elle se réalise en partie dans les tubules protéiques des neurones. Ce concept non-computationnel a soulevé beaucoup d’intérêt, apportant à la fois des arguments convaincants et des critiques. Les arguments favorables font appel aux connaissances sur les fossiles d’organismes de plus de 540 millions d’années issus du Cambrien primaire qui présentent un réseau complexe de microtubules. Aussi attrayant que puisse être cette hypothèse, le cerveau est essentiellement composé de lipides et non de protéines. Nous postulons que les protéines comme l’ARN interviendraient plus probablement pour répondre aux énormes besoins énergétiques du cerveau. Les organismes vivants primaires utilisant la photosynthèse, comme les dinoflagellés, se révèlent riches en DHA (y compris en DHA-phosphoglycérides), de même que les photorécepteurs des mammifères contemporains. Nous discuterons dans la partie II des propriétés quantiques des électrons π du DHA, suggérant un mécanisme de dépolarisation des récepteurs membranaires à un niveau précis d’énergie, comme requis pour la vision et la signalisation neuronale. Nous voulons étendre ce principe à un concept plus général de fonctionnement du cerveau dans l’apprentissage, la mémorisation, la perception et la cognition.

Mots clés : fonction cérébrale / DHA / signal / tubules / alimentation / mécanismes quantiques

1. Introduction

1.1 The law of induction

Our thesis is that the brain is a non-computable, electromagnetic wave machine governed by quantum mechanical principles. Our thesis starts with the Maxwell-Faraday’s law of induction.

Maxwell–Faraday equation:

\[ \nabla \times \mathbf{E} = -\frac{1}{c} \frac{\partial \mathbf{B}}{\partial t}. \]

(1)

Symbols in **bold** represent vector quantities, and symbols in *italics* represent scalar quantities, unless indicated. E is the electric field, B the magnetic field. Whilst E is a vector, B is a pseudo vector field1. The operation of induction at the macro level can be taken to operate at the micro level of the neural circuits. Such action would result in the harmonization of specific wave packets or forms which could constitute memory or an association. The Maxwell-Faraday’s equation describes how a magnetic field induces an electric field in a time function. We propose that electromagnetic induction is the operating principle behind associations within the neural circuitry. There is however a fundamental difference. The current cannot be free flowing as in a dynamo. It needs to be constrained to operate at a fixed energy level as in semi-conduction to provide precision for the signal. Without precision, the execution of a neural circuit would blur and lose meaning. In Part I, we review some of the background proposals for brain function. In Part II, we present a new theory of how the brain works based on electron movement rather than protein synthesis. We do not dispute the role of the protein synaptic strengthening and include that as part of our thesis. However, we suggest the thesis, that it is electron behaviour governed by quantum mechanical principles, that does the work of signalling.

1.2 Properties of an electron

Our thesis then is based on the energy levels of atomic electrons being affected by the electron spin magnetic moment and the orbital angular momentum of the electron2. A magnetic field caused by the electron’s orbital motion interacts with the spin magnetic moment. This effective magnetic field can be expressed

1 With acknowledgment and thanks to Wikipedia.
in terms of the electron orbital angular momentum. The interaction energy is that of a magnetic dipole in a magnetic field:

\[ E = \mu \cdot B, \]

(2)

where \( E \) is the energy, \( \mu \) is from the electron spin and \( B \) from the orbital motion.

The classical magnetic field in the electron frame\(^3\) of reference arising from the orbital motion is:

\[ B = \frac{\mu_0 Z e v}{4\pi r^2}. \]

(3)

The spin-orbit interaction is also a magnetic interaction, but with the magnetic field generated by the orbital motion of an electron within the atom itself. It has been described as an “internal Zeeman effect”\(^4\). This Zeeman effect describes the phenomenon when the magnetic fields are small enough that the orbital and spin angular momenta can be considered as coupled.

The energy of an electron can be calculated from:

\[ E = -13.6 \, \text{eV}/n^2. \]

(4)

Hydrogen and carbon are the two commonest elements in biology. In classical chemistry, electrons are considered to be in orbit around the positive nuclei. Two carbons are joined by sharing a pair of electrons to form a sigma bond. Hydrogen is joined to carbon by sharing one electron. Two adjacent carbons can share a second pair of electrons with the two outer orbitals overlapping making a double bond around both carbon atoms. These are the \( \pi \)-electrons, each of which has different quantum properties.

The Pauli Exclusion Principle states that no two electrons in the same orbit can have the same values of the four quantum numbers: \( n \), the principal quantum number, \( \ell \), the angular momentum quantum number, \( m \ell \), the magnetic quantum number, and \( m_s \), the spin quantum number.

In some respects, electrons, which are fermions, may be considered as identical. To solve their so-called identity we need to use a linear combination of the two possibilities. However, it is not possible to determine which electron is in which state. The wave function for the state in which both states “a” and “b” are occupied by the electrons can be written (HyperPhysics, 2016) for an electron:

\[ \Psi = \Psi_1(a)\Psi_2(b) - \Psi_1(b)\Psi_2(a), \]

(5)

where \( \Psi \) is the probability that both states are occupied by electrons 1 and 2.

We will come this non-identity when we come to discuss the electron flow in the exercise of the brain.

The confinement of an electron in a box requires energy, the smaller the box the greater the energy. High energy scattering from electrons shows no “size” of the electron down to a resolution of about \( 10^{-3} \) fermis, and at that size a preposterously high spin rate of some \( 10^{32} \) radian/s would be required to match the observed angular momentum (HyperPhysics, 2016). It is like dealing with ghosts which is another way of looking at the Heisenberg Uncertainty Principle.

In Part II, we will speculate that it is the unique quantum mechanical property of the \( \pi \)-electrons to act as electromagnetic waves governed by the Heisenberg Uncertainty and Pauli Exclusion Principles, which are the basis of information storage, memory, recall and perception.

We will suggest that Clarke-Maxwell induction provides the means for communication in the brain. The Clarke Maxwell induction would at the atomic level of neural function be expressed as harmonic relationships between different parts of say a memory.

We also suggest that the precision so essential to faithful neural translation of photoreception, memory and recall is based on the Pauli Exclusion Principle which governs the waves of electromagnetic current flow.

We by no means claim to have all the answers and feel weak in the face of the principles that are operating to provide us with our memories and recall—never mind perception. We put this thesis forward in the hope that others may find something of interest here worth further exploration.

2 Various concepts in quantum mechanics and brain function

2.1 Functionalist methodologies

The suggestion that brain function is dependent on quantum mechanical considerations is not new (Nanopoulos, 1995; Walker, 2000; Mould, 2003; Conte et al., 2009; Hameroff and Penrose, 2014b). Quantum calculation has been described as dependent on superposed states executing different calculations at the same time, in parallel, as per quantum direct superposition (Benioff, 1982; Feynman, 1986; Deutsch and Jozsa, 1992). On a basic level, quantum processing is equipped for particular applications past the scope of established computation (Shor, 1994). Various innovative frameworks attempting to understand these propositions have been recommended and assessed as principles for quantum computers (e.g., caught particles, electron turns, quantum dabs, atomic twists (see Table 1 in Bennett, 1995). The primary hindrance to acknowledgment of quantum calculation is the issue of interfacing to the framework (info, yield) while additionally shielding the quantum state from natural decoherence at the warm temperatures of the brain. In these systems, the brain is conceived as operating as a computable machine except for Hammerhoff and Penrose who consider brain function to operate in a non-computable manner.

The workings of the human personality have been generally portrayed as analogies of contemporary data innovation. For sure baffling elements of cognition have as of now prompted recommendations for quantum processing in the mind to mimic brain function.

Commonly, attempts have been made to clarify awareness as a property of the PC in for example: functionalism, reductionism, physicalism, realism and mathematical calculations (Churchland, 1986; Dennett, 1991; Churchland and Sejnowski, 1992). The present driving possibility for a PC like “neural connect” of awareness includes neuronal circuits wavering synchronously in thalamus and the cerebral cortex. Higher recurrence motions (on the whole known as “rational 40 Hz”) are proposed to integrate cognizant experience (Crick and Koch, 1990; Joliot et al., 1994; Gray, 1998; Walker, 2000). The ideas on localization vary, for instance with reference to whether initiation begins in the

\(^7\) http://hyperphysics.phy-astr.gsu.edu/hbase/quantum/hydfin.html#er4.

\(^4\) When atomic spectral lines are split by the application of an external magnetic field, it is called the Zeeman effect.
thalamus or the cortex. None the less, “thalamo-cortical 40 Hz” remains as a dominant perspective of the neural-level substrate for cognizance.

How then, do neural firings lead to musings and emotions and consciousness? Customary (“functionalist”) methodologies miss the mark on the mind’s confounding components by considering only one or two states. The many states of brain function include:
- the nature of subjective experience, or qualia, our “inward life” (Nagel, 1974; Chalmers, 1996);
- “coupling” of spatially circulated exercises into unitary articles in vision and a reasonable feeling of “self”;
- movement from pre-cognizant handling to awareness;
- non-calculability (Penrose, 1989, 994, 1997);
- unrestrained choice – free will;
- precision of the signal.

Functionalist approaches by and large expect that cognizant experience shows up as a novel property at a basic level of computational multifaceted nature. At first glance this would appear to manage issues 1 and 3, however a cognizant limit has not been distinguished nor anticipated.

To address these issues, different propositions have been recommended in which naturally visible quantum marvels are associated with the cerebrum’s known neural action. For the issue of unitary tying, Marshall (1989) recommended that rational quantum states known as Bose-Einstein buildup occurred among neural proteins. James Di Carlo et al. consider recognition, for example, is consequent on a computational algorithm which

“is solved in the brain via a cascade of reflexive, largely feedforward computations that culminate in a powerful neuronal representation in the inferior temporal cortex. However, the algorithm that produces this solution remains little-understood.” (DiCarlo et al., 2012).

The matter has been pursued enthusiastically in primates and rats and progress has been recently reviewed by Davide Zoccolan (Zoccolan, 2015).

These computational avenues can be independent of whether or not the mechanism is protein based or something else. They basically involve PC like computation. However, the use of neural proteins in one form or another has been commonly promoted (Penrose, 1987; Bohm and Hiley, 1993; Jibu and Yasue, 1995). This focus on protein in the brain is in commonly promoted (Penrose, 1987; Bohm and Hiley, 1993; the use of neural proteins in one form or another has been whether or not the mechanism is protein based or something

2.2 The orch/or concept of Penrose and Hammerhoff

Mainstream theories of brain function essentially consider the mechanism of consciousness and brain function to be analogous to computation by a computer (Hodgkin and Huxley, 1952). Hence, the multibillion EURO investment to simulate brain function based on PC like computations5.

By contrast, Penrose and Hammerhoff claim that consciousness and therefore brain function is non-computable. In describing their view it is perhaps best to quote

“consciousness depends on biologically ‘orchestrated’ coherent quantum processes in collections of microtubules within brain neurons, that these quantum processes correlate with, and regulate, neuronal synaptic and membrane activity, and that the continuous Schrödinger evolution of each such process terminates in accordance with the specific Diósí–Penrose (DP) scheme of ‘objective reduction’ (‘OR’) of the quantum state. This orchestrated OR activity (‘Orch OR’) is taken to result in moments of conscious awareness and/or choice” (Hameroff and Penrose, 2014a).

Objective reductions are events which reconfigure the fine scale of space-time geometry. As described below, modern panpsychists attribute proto-conscious experience to a fundamental property of physical reality. If so, consciousness might involve self-organizing OR events rippling through an experiential medium.

Could OR events be occurring within the brain? If so they would be expected to coincide with best-known neuroscience processes with recognized time scales. The vital degree of space-time separation supporting Penrose’s objective reduction is explained by quantum gravity and the uncertainty principle:

\[ E = \hbar \Psi / T, \]

where \( E \) is the gravitational self-energy of the superposed mass (uprooted from itself by e.g. the breadth of its nuclear cores), \( \hbar \) is Planck’s constant and \( T \) is the rationality time until OR self-collapse.

Plank distance \( \approx 10^{-35} \text{ M} \)
Plank Time \( \approx 10^{-43} \text{ sec} \)

The span of a segregated superposed framework is subsequently identified, either/or with the time allotment until self-collapse. Vast superposed frameworks (e.g., Schrödinger’s legendary cat in a box) would self-collapse (OR) in just 1037 sec; a segregated superposed iota would OR strictly after 106 years! In the event that an OR occasion happens in the cerebrum, coupled to known neurophysiology, we can gauge that \( T \) for a cognizant OR occasion may be in a reach from 10100 milliseconds (msec). This extent covers neurophysiological events, for example, 25 msec “intelligible 40 Hz”, 100 msec EEG rhythms, and Libet’s (1979) 500 msec tactile discernments. Then again occasions coupled to around 100 msec events would require a couple of nanograms of superposed mass: energy being equivalent to mass.

\[ E = \hbar / t. \]

Penrose and Hammerhoff side with quantum mechanical processes in proteins tubules and consider the process of consciousness to be non-computable. If thought processes were computational then the EU computer simulation itself, if successful, would have consciousness. Penrose comments in his talk that ethically, you would then have to ask it if you could turn it off? They also concede that whatever physical action is taking place is beyond present day physics.

These ideas have not escaped strong criticism from the computational people to which Hammerhoff and Penrose

---

5 Horizon 2020 is the largest EU Research and Innovation programme to date, with almost EUR 80 billion of funding available over seven years (2014–2020). This programme implements FET Flagships, such as the Human Brain Project. These are long-term, large-scale research initiatives aiming to solve ambitious challenges.

Awareness and consciousness are fundamental properties of the nervous system. If this is correct then to simulate consciousness in a computable manner should be a small and simple matter. The honeybee has only a tiny number of neurons, but which enable it to achieve significant feats of learning, communication, co-operation, group self-identity and navigation. They are conscious of the apparent movement of the sun. In communicating the new-found location of nectar, they offset their information transmission (a dance) to cater for the movement of the hive in relation to the position of the sun. If such consciousness, learning and communication process can be conducted by such a small number of neurons, then it should not require investment in hyper- super-computers. This example suggests to us along with Penrose that there is a physics at work which we have yet to fathom and understand “What physics is it?” he asks.

Our thesis is similar to that of Penrose and Hammerhoff except instead of using protein tubules we use the electromagnetic properties of the synaptic membrane lipids. Lipids constitute the bulk of the brain, not protein. Moreover, our proposition deals with the signal, precision problem as we will discuss.

2.4 Recent thoughts

Quantum physicist, John Hagelin, moves into a completely different perspective of transcendental meditation (Hagelin, 2014). He describes quantum mechanics as many different wave functions operating in the brain in terms of many vibrational frequencies each with a different energy. Different energy means different mass. Therefore with different amounts of mass, one acts like gravity, another light, another an electron. Hence, consciousness is a unified field containing nature’s code and a pathway to access consciousness comes through transcendental meditation. In that he makes use of Samadhi meditative state Alpha (8–10Hz), he likens physics to philosophies such as Vaikhari is similar to classical physics, quantum mechanics to Madhyama, and quantum field theory to Pashyanti

Whilst discussing the world of the very small in quantum mechanical terms, his approach may seem outlandish to some mechanical terms, his approach may seem outlandish to some

*See also Hammerhoff on the same subject: [https://www.youtube.com/watch?v=1d5RetvkkQ](https://www.youtube.com/watch?v=1d5RetvkkQ) Hammerhoff TED Lecture.

talks of fields having their own vibrational states or tone. These can be seen in the EEG under different condition such as:

- active focus on an issue with high amplitude gamma and the electrical activity telling us that many things are happening. There is seething electrical phenomenon. Regions of the brain talk to each other;
- monitoring function—which gives a completely different pattern of electron wave activity;
- in Transcendental Meditation, the electrical activity is again quite different. Here the brain is functioning in an integrated way which you do not see in anaesthesia, deep sleep or under the influence of drugs.

3 Are proteins the basis of brain function?

We have previously commented that the above concepts of consciousness and brain function, Hagelin excepted, focus on proteins. These are flexible macromolecules which perform a mixed bag of capacities by changing their conformational shape. Such capacities incorporate muscle development and function, layer termination by means of openings and closings of ion and particle channels, sub-atomic tying, receptor function, catalysis and digestion and indeed recognition of chemicals.

Single proteins are orchestrated as chains of several amino acids which fold into 3 dimensional compliance. The exact way of collapsing for every protein relies on upon attractive and repellent powers among its different amino acid regions that evolved to be fit for purpose (Baldwin, 1994). One idea, is that a protein collapsing is a quantum calculation.

In an aqueous medium, the fundamental main thrust in protein collapse happens as uncharged non-polar gatherings of specific amino acids join together and evade water. Repulsed by dissolvable water, “hydrophobic” non-polar gatherings draw into one another (by van der Waals forces) and cover themselves inside the protein. Accordingly, intra-protein hydrophobic pockets occur. Volumes of the pockets (~400 cubic angstroms, or 0.4 cubic nanometers) are approximately 1/30 to 1/250 the aggregate volume of an individual protein. The physical properties of the region are somewhat similar to olive oil. This process leaves the maximum number of water-soluble amino acids in contact with the surrounding water. However, least researched is the converse of the lipophilic proteins behaving much the same but opposite way to make contact and live with the membrane lipids.

Proteins and indeed lipids in a living state are in continuous dynamic motion. These movements include aggregate activities of different intra-protein exercises (e.g., hydrogen bond adjustments, dipole motions, van der Waals powers). They have the potential to generate ionic interactions and hydrogen bonding. There are many dipole moments within a protein and cooperation between dipoles offers interesting electrical properties utilized for example in the electron transfer system for energy production in mitochondria.

Most detailed molecular structure has been determined by x-ray crystallography for proteins. Cell membranes however contain lipophilic proteins that are almost impossible to extract in a manner which allows x-ray crystallography to describe their properties in a living cell.
Here for a start is a major unknown, especially as the brain is a lipid rich organ. The question is could the neuron proteins constitute neural function learning, recognition, random thoughts, dreams, perception and cognition when they have to sub-serve, ion movement, transport substrates, defend against peroxidation and especially provide the great energy production needed to push ions against concentration gradients, maintain myelin sheaths and dendrite/synapse integrity and much else involved in the material of brain maintenance? The adult brain uses 20% of the body’s total energy use although it only is 2% of the body mass. Even more surprisingly, much of the 2% weight that accounts for the brain comes from non-metabolically active systems such as the myelin sheaths. The actual oxygen/energy use by the metabolically active components must be huge.

The significance of the hydrophobic/lipophilic attributes of neural proteins is thought to be behind the anaesthetic properties of certain gases. Notably, these reversibly remove the 3-D structure of the protein is affected, then the lipid will also be affected so it is just as likely an impact on the signaling membrane lipids as it is on the protein. If the 3-D structure of the protein is affected, then the lipid will also be influenced and vice versa.

4 Excitability

Excitability is still a question. The widely-accepted view is the Hodgkin-Huxley formula describing the action potential, polarization and depolarization of impulse transmission. In it, proteins control permeability for Na$^+$ and K$^+$, or Ca$^{2+}$, e.g. 3Na$^+$:1Ca$^{2+}$.

However, an alternative to HH model was Goldman’s suggestion that the membrane dipole moment controlled ion movement (Tamagawa and Ikeda, 2017). There is also evidence for super-conductivity associated with nerve impulses (Cope, 1973). To cap it all, chloroform has been shown to increase the capacitance of planar lipid bi-layers (Fernandez et al., 1982). This point highlights our idea that the lipid membrane can act as a capacitor as we will discuss in Part II. It is interesting that docosahexaenoic acid which is a dominant acyl component of the SN2 position of the photoreceptor, synaptic and neuronal cell membranes can be planar. However, the docosapentaenoic acid, a precursor with one less double bond, cannot be made planar (Crawford et al., 1999). As far as we know to date, docosapentaenoic acid has never replaced docosahexaenoic acid in the photoreceptor, synapse and neurons throughout the evolution of the eukaryotes (Crawford et al., 2013).

Chloroform anesthesia amounts to loss of consciousness. The converse, is conduction across the membrane. Consequently, it is just as likely that the removal of cognizance by chloroform and other anesthesia is a function of an unusual, conduction property of membrane lipids which is what we propose.

We do not dispute the HH model as there must be a system for generating potential differences to activate electrons. At the same time, it is difficult to imagine that the electrons pay no attention to the substantial potential differences created by the HH model. Moreover, electrons can do much more and many times faster than migrating potassium, calcium or especially, sodium ions with their large shell of water of hydration.

We suggest the job of the proteins is their known function in energy production, protection from peroxidation and the tying of lipids in the membranes. Note the very high concentration of mitochondria in the cell body of the photoreceptor! In contrast, the bulk of the brain is a highly specialized fat – some 60%. Our thesis is that learning, recall, recognition, random thoughts, dreams, perception and cognition are functions of the π-electrons of these highly specialized neural lipids which are served by the proteins.

5 The need for precision of the signal

Protein strengthening of the synapse is now accepted as the explanation for memory based on good evidence. By itself, enhancing protein synthesis is well documented but it does not appear a priori to confer precision to the signal. That precision is essential can be seen by considering a situation in which two photoreceptors respond differently to the same incoming wavelength. The effect would be a blur. Studies with single photons have provided evidence that the energy output is quantized: “At wavelengths between 420 and 700 nm, the quantal event was invariant in size”; it is the same regardless of the energy input from the photon (Baylor et al., 1979). That is, there is high degree of precision involved in the sensory input for vision. Lack of precision would mean lack of visual acuity. Interestingly, experiments aimed at depleting the DHA content of the photoreceptor and the brain result in alteration of visual acuity and truthfulness of recall or the memory recall and execution of neural pathways. If there was no precision in the signal transmission, then the signal could wander, distorting the memory. It is difficult to understand how protein enhancement on its own of the synapses could provide for this high degree of precision required. In Part II, we will explore a concept whereby precision is guaranteed if the π-electrons are responsible for the signaling.

6 Conclusion Part I

In summary: we suggest there are three major problems in theories based on neuronal proteins:

– the primary job of the proteins in the brain is to provide for the phenomenal amount of energy required;
– the major structural component of the brain is lipid not protein;
– there is no explanation for the almost absolute precision required for visual acuity and truthfulness of recall or
exercise of a neural pathway to be found in theories based on proteins. Yet absolute precision is essential to brain signaling otherwise the signal would be blurred and acuity lost.

In the second part, we will put forward a thesis based on the special quantum mechanical properties of the lipid π-electrons, which we shall explain can provide for the absolute precision required for photoreception, memory and consciousness.
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